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As technology develops, data mining technology is created 

and used to analyse students' level of understanding. This 

analysis is conducted to group students according to their 

ability to understand and master the subject matter. This 

research can provide guidance and insight for educators, as 

well as artificial intelligence, marchine learning, association 

techniques, and classification techniques. Researchers and 

policymakers are working to optimise learning and improve 

the quality of student understanding. This study aims to 

analyse student understanding in simple and structured 

terms. Using the Marchine learning method to analyse the 

level of student understanding has the potential to impact the 

quality of education significantly. In addition, marchine 

learning categories are qualified to be applied to the concept 

of data mining. The data mining techniques used are 

association and classification. Association techniques are 

used to determine the pattern of distance student learning. 

The following process of classification techniques is used to 

determine the variables to be used in this study using the 

Logistic Regression model where data that have been 

classified are grouped or clustered using the K-Means 

algorithm into three, namely the level of understanding is 

excellent, sound, and lacking, based on student activity, 

assignment scores, quiz scores, UTS scores, and UAS 

scores. 
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Introduction  

Over time, education in Indonesia is currently facing the biggest problem, namely 

the COVID-19 pandemic, which has resulted in a limited learning process from learning 

that is usually done face-to-face must be expert in distance learning (Azzahra, 2020). The 

absence of a face-to-face learning process directly at school or university will make it 

difficult for teachers or lecturers to deliver learning materials (Anars et al., 2018). Not 

only teachers or lecturers, students or students also experience the same difficulty in 

understanding the material. Many factors influence this, such as the lack of facilities 
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owned by students or students (Herliandry et al., 2020). This is due to the development 

of the virus that spreads rapidly throughout the world, especially in Indonesia, which 

impacts education. This affects changes in policies that have been implemented. New 

educational policies change learning, which is usually carried out face-to-face, but due to 

the COVID-19 pandemic, learning is finally carried out through distance learning. 

Technology is currently considered a substitute for the position of teachers or lecturers in 

learning (Al-Azawei & Alowayr, 2020).  

Education has undergone significant transformation and technological 

developments, especially in distance learning. Many educational institutions, including 

colleges and universities, have been forced to switch to distance learning. Distance 

learning utilises information and communication technology to deliver learning materials 

to students without physical presence in the classroom and is carried out remotely. I will 

schedule some time for us to connect. Virtually. When the distance learning process only 

sometimes runs smoothly, some obstacles can occur (Halim & Prasetyo, 2018). One of 

the problems faced is the need for more to measure students' level of understanding and 

skills objectively. The material presented needs to be more explicit, and students also 

need help understanding what lecturers convey. There needs to be more student discipline 

in collecting assignments. If students need help understanding the previous material, it 

will be easy to understand the following material (Yulianti et al., 2023). So, students need 

help understanding the class lessons. For lecturers who teach courses in class, it is a 

problem to provide material because of uneven student understanding; this will cause 

learning goals that the semester study plan cannot achieve. The existence of obstacles in 

the learning process causes several changes in students, ultimately affecting the decline 

in learning achievement (Rochmawati et al., 2023).  

In overcoming this challenge, Marchine learning technology is part of artificial 

intelligence (Artificial Intelligence). The role of Marchine learning and Artificial 

Intelligence enables faster, more accurate, and objective analysis of assessment study 

data. Predictions and classifications can be made based on the student's understanding of 

the data collected using artificial intelligence algorithms and marchine learning models. 

This allows the identification of patterns, factors, and variables that influence students' 

understanding more systematically and deeply (Wahyudi et al., 2023). By combining 

marchine learning techniques with assessment studies, educators and researchers can 

better understand learning effectiveness, detect students' difficulties, and develop more 

adaptive and personalised learning strategies. In addition, machine learning categories are 

qualified to be applied to the concept of data mining. 

Data mining techniques are classification and clustering. Classification techniques 

are used to determine the variables in this study, using a prediction algorithm for student 

learning performance in the distance learning process, namely the Logistic Regression 

algorithm (Sidik et al., 2020). Logistic Regression algorithm is a popular classification 

algorithm often used in marchine learning and data mining. Logistic Regression 

algorithms are often used in binary prediction or classification, where the target or 

dependent variable is a binary category (e.g., yes/no, success/failure, 1/0). Logistic 

regression algorithms are used to predict students' level of understanding because the 

logistic regression results can be interpreted easily. Regression coefficients can provide 

information about how each independent variable contributes to the probability of a target 

category event. Logistic regression tends to be more computationally efficient than more 

complex classification models. This makes it suitable for datasets with large sizes or with 

a large number of variables. Logistic regression can handle category variables well. In 
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the context of predicting the level of understanding, students produce probabilities for 

each target category, which can provide more information about the level of confidence 

of the model in making predictions, variables such as learning modules, discussion 

forums, assignment/quiz grades, UTS scores, and UAS scores. The level of accuracy 

varies, but the highest level of accuracy is used to analyse the level of student 

understanding in virtual learning using the Logistic Regression algorithm.  

The clustering technique used is the K-Means algorithm. K-means can be used to 

group students into groups based on their level of understanding. This allows lecturers to 

understand how knowledge of the material is spread among students and identify groups 

that require additional attention by knowing how students understand the learning 

material by being divided into three categories: excellent, pleasing and not good. 

Based on the background described in this study, in the last five years, classification 

research has used marchine learning (appendix 1), especially to analyse learning. Several 

recent studies highlight the role of artificial intelligence in improving the effectiveness of 

assessing students' level of understanding of distance learning. According to (Kim et al., 

2019), artificial intelligence technology in distance learning can help monitor student 

learning progress in real time and provide recommendations tailored to individual needs. 

Similarly, according to research by (Huang et al., 2021), Artificial Intelligence has opened 

up new opportunities for developing an adaptive evaluation system for students' abilities 

and learning preferences. According to a study by (Kim et al., 2019), using marchine 

learning techniques in online data analysis can help identify different learning patterns 

and optimise learning strategies accordingly. Research (Bubb & Jones, 2020) shows that 

logistic regression effectively and accurately predicts student success rates in online 

courses. Meanwhile, research (Merliana, 2015) found that clustering k-means can be used 

to identify different learning patterns among college students in a distance learning 

environment. 

Based on the background stated above, the objectives of this Thesis Report are as 

follows: 

1. Evaluate the effectiveness of using marchine learning in analysing the level of student 

understanding in learning based on assessment study data. 

2. Testing the accuracy and objectivity of AI methods in predicting the level of student 

understanding based on test results and student attributes. 

3. Identify factors contributing to students' understanding of learning, including student 

attributes and critical questions in assessment studies. 

4. Explain the implications of research results in an educational context and provide 

practical recommendations for educators to improve student understanding in a virtual 

learning environment 
 

Research Methods  

Object of Research 

The object of this research is XYZ University data; researchers conducted research 

at the faculty of computer science, majoring in informatics engineering with courses 

during the COVID-19 pandemic, including Algorithms and programming, Data 

Structures, Database Systems, Artificial Intelligence, and Software Engineering. This 

data is for 2020-2021. 

Research Methods 

The research methods used to achieve the objectives formulated in the study are as 

follows: 
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1. Data Collection Techniques 

Observation 

At this stage, direct observation was carried out, where researchers came directly to 

the location to see field conditions and the learning process at XYZ University. 

Researchers conducted research at the faculty of computer science, majoring in 

informatics engineering with courses during the COVID-19 pandemic, including 

Algorithms and programming, Data Structures, Database Systems, Artificial Intelligence, 

and Software Engineering. 

Research Schedule 

Research schedule, which includes preparation, implementation and reporting of 

research results. The research will be carried out within one semester from July 2020 to 

June 2021 (Appendix 2).  

2. Literature Review  

Literature studies use sources such as National or International Journals with a 

minimum range of 5 years and a maximum of 10 years. Apart from journals, other sources 

are books and articles. This literature study helps find the theoretical basis, knowledge, 

and information about the internal and external environment. 

Making Observations  

At this stage, direct observation is conducted, where researchers come directly to 

the location to see field conditions and how the learning process is virtual. The results of 

observations can be seen from the ongoing business processes described using BPMN. 

Identify the Problem  

At this stage, researchers identify problems based on data obtained from 

observation, questionnaires, and literature studies. 

Data Collection 

The data collected is secondary data from XYZ University, at the computer science 

faculty, majoring in informatics engineering with courses during the COVID-19 

pandemic, including Algorithms and programming, Data Structures, Database Systems, 

Artificial Intelligence, and Software Engineering. This data is for 2020-2021. 

Data Processing 

Data processing is done with the help of Python. This is because using Python 

makes it possible to run machine learning modules to simplify and speed up data 

processing. 

 

Results and Discussions  
The data collected is secondary data from XYZ University, at the computer science 

faculty, majoring in informatics engineering with courses during the COVID-19 

pandemic, including Algorithms and programming, Data Structures, Database Systems, 

Artificial Intelligence, and Software Engineering. This data is for 2020-2021. This data 

may include attributes such as opening the homepage, lecture modules, frequency of 

participation in discussions, assignment scores, UTS scores and UAS scores. The process 

is carried out by processing the data using Python, which consists of Pandas, NumPy, 

Matplotlib, and Scikit-Learn. Identify features or variables that may affect the level of 

student understanding. This can include attributes such as duration of study per week, 

number of completed assignments, previous exam scores, attendance rate in virtual 

classes, and participation in online discussion forums. 

Model Training 
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At this stage, the data that has been collected has attributes including Grades, 

Homepage, Lecture Modules, Forums, Assignments, Quizzes, UTS, UAS and Labels. 

The collected data as many as 1428 data were collected and saved into Excel files with 

.xlsx format. There is no limit to the amount of data retrieved, but 1428 data is expected 

to represent the results of general student opinion. The data collected in Excel format can 

be seen in the figure below: 

 
 

 
 

The data that has been collected will be separated into two sets, namely the training 

set and the testing/validation set. The training set will be used to train the model, while 

the test set will be used to test the performance of the model that has been introduced. 

The data is separated into two parts: the training and testing sets. Divide the data into 70% 

training and 20% testing. 

 

  
 

Data Preprocessing 

The data obtained from the observations at the previous stage cannot be used 

because it still has an unstructured sentence form, so it is necessary to preprocess the data. 

Preprocessing removes noise and converts the data obtained to suit the needs by enlarging 

or reducing the data value. 
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At this point, null and unnecessary data is cleaned before classification and provides 

information about the DataFrame (pdf), including the number of rows and columns, the 

data type of each column, and the number of non-null values (no missing values). 

Labelling 

I separate features and targets from the Data Frame (pdf) when creating a 

classification model. 

 
 

At this stage, the data is classified by separating features and targets from the 

existing raw data—a way to prepare data for logistic regression. Typically, in statistical 

modelling such as logistic regression, we need two datasets: one dataset contains the 

independent feature or variable (usually called X), and one dataset contains the target or 

dependent variable you want to predict (traditionally called y). 

Correlation Table  

At this stage, the heatmap displays the correlation between the features in the 

dataframe. The relationship between features can provide insight into correlated or 

interrelated features. To interpret the strength of the relationship between two variables 

is done by looking at the correlation coefficient number of the calculation results using 

the following criteria: 

1. If the correlation efficiency number shows 0, then the two variables have no 

relationship 

2. If the correlation efficiency number is close to 1, then the two variables have a stronger 

relationship 

3. If the correlation efficiency number is close to 0, then the two variables have a weaker 

relationship 

4. If the correlation coefficient number equals 1, both variables have a positive perfect 

linear relationship. 

5. If the correlation coefficient number equals -1, both variables have a negative, 

perfectly linear relationship. 
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Explanation of the results of the correlation table between variables includes: 

a. Homepage: Has a very weak correlation with Forums, Assignments, 

Quizzes, UTS, UAS, and Labels. This shows that the homepage does not 

have a significant influence on the variables Forum, Assignments, Quizzes, 

UTS, UAS, and Labels. 

b. Lecture Module: Has a strong and positive correlation with Forums, 

Assignments, Quizzes, UTS, UAS, and Labels. This shows that the more 

lecture modules available, the higher the level of student activity and 

participation in forums, assignment work, quizzes, UTS, UAS, and labeling. 

c. Forum: Has a strong and positive correlation with Assignments, Quizzes, 

UTS, UAS, and Labels. This shows that an active forum can encourage 

student participation in completing assignments, quizzes, UTS, UAS, and 

giving labels. 
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d. Task: Has a strong and positive correlation with Quizzes, UTS, and UAS. 

This shows that students who diligently do their assignments tend to get 

good results in quizzes, UTS and UAS. 

e. Quiz: Has a strong and positive correlation with UTS and UAS. This shows 

that quiz results can be a good predictor of UTS and UAS results. 

f. UTS: Has a strong and positive correlation with UAS. This shows that UTS 

results can be a good predictor of UAS results. 

g. UAS: Has a strong and positive correlation with Label. This shows that the 

use of UAS can help students understand the material and provide 

appropriate labels. 

Based on the results of the correlation analysis, it can be concluded that: 

a. Lecture modules, forums and assignments are important factors in 

increasing student participation and learning outcomes. 

b. Quizzes and UTS can be good predictors of UAS results. 

c. Using UAS can help students understand the material and provide 

appropriate labels. 

d. Correlation values range between -1 and 1. A value of 0 indicates no 

relationship, a positive value indicates a positive relationship, and a negative 

value indicates a negative relationship. The higher the absolute value of the 

correlation, the stronger the relationship between variables. 

.  

Scatter Plot 

At this stage, create a scatter plot between each feature in the dataframe df1_baris 

and its target (the 'Label'). This is done by iterating through each feature column except 

the 'Label' column and creating a scatter plot for each feature. 

 

 

 

  

Next, a counterplot for a numeric variable in the dataframe is created to count the 

number of occurrences of each variable's value and plot it as a bar. At this stage, display 

them in subplots in one image. This allows us to compare the value distribution of each 

numerical variable easily. 
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Logistic Regression Model 

At this stage, the process of creating and training logistic regression models. From 

the Scikit-learn library. This process can adjust various model parameters such as 

regulation (penalisation), intercept, or the solving method used to find the model 

coefficient. During training, the model will learn to adjust its logistic regression 

coefficient to predict the correct target label for the given data. This training process 

involves the search for optimal parameters to minimise the specified loss function. Once 

the training process is complete, the model will be ready to predict the new data. 

 
 
Next, create a Data Frame using pandas that contains data about testing logistic 

regression models with multiple configuration settings. The code creates a Data Frame 

containing logistic regression model test data with various setting configurations, such as 

solvers used, test data size (test_size), model accuracy, and model score. 

 

 
  

Furthermore, predictions are made at this stage to see how the logistic regression 

model performs against testing data. We will use several metrics such as precision, recall, 

f1-score, and support to make it easier to see model performance. Based on the prediction 

results, the logistic regression model believes that the unmentioned category has a 90% 

probability of occurring indicating the other top five predictions with lower probabilities. 

These predictions are "lecture modules", "forums", "assignments", "quizzes", "UTS", and 

"UAS". 

 
 

Furthermore, at this stage, the data will be predicted using logistic regression, 

resulting in accuracy described by the confusion matrix. It usually takes the form of a 

table that describes the performance of a classification model by comparing the model's 
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prediction results with the actual values of the target class. A confusion matrix for binary 

classification usually has four central cells: 

1. True Positive (TP): This is the number of cases where the model predicts a student will 

pass (positive class) correctly and that student did indeed graduate according to the 

actual data. 

2. True Negative (TN): This is the number of cases where the model predicts a student 

will fail (negative class) correctly, and the student did fail according to the actual data. 

3. False Positives (FP): This is the number of cases where the model incorrectly predicted 

a student would graduate (positive grade), but the student failed. 

1. False Negatives (FN): This is the number of cases where the model incorrectly 

predicted a college student would fail (negative grade), but the student passed. 

 
 

To interpret the confusion matrix to evaluate the performance of student prediction 

models, among others: 

a. Accuracy: The proportion of all correct predictions of the model, expressed as (TP + 

TN) / (TP + TN + FP + FN). 

b. Precision: The proportion of the correct optimistic predictions of all positive 

predictions made by the model, expressed as TP / (TP + FP). 

c. Recall (Sensitivity): The proportion of students who correctly predicted to graduate 

out of all students who graduated, expressed as TP / (TP + FN). 

d. Specificity: The proportion of students correctly predicted to fail out of all who died 

is expressed as TN / (TN + FP). 

This stage then plots and visualises how the logistic regression model separates the 

classes in the training data and sees how the model generates the decision boundary. 
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 This graph has an X-axis which shows the name of the regression model and a Y-

axis which shows the R-squared value (coefficient of determination). The Linear 

Regression model has an R-squared value of 0.85, which means that 85% of the variation 

in the dependent variable is explained by the independent variable. The Ridge Regression 

model has an R-squared value of 0.90, which means that 90% of the variation in the 

dependent variable is explained by the independent variable. The Lasso Regression model 

has an R-squared value of 0.88, which means that 88% of the variation in the dependent 

variable is explained by the independent variable. 

 

Model Clustering K-Means 

At this stage, dummy data consisting of multiple clusters will be created. It then 

makes a k-means model to group that data into three clusters. Next, in this stage, clusters 

for each sample in the data will be predicted using pre-trained KMeans models, and then 

the data will be visualised based on the predicted clusters. 

 

 
 

This graph has an X axis which shows epochs (iterations) and a Y axis which shows 

accuracy and loss values. The accuracy of the artificial neural network increased from 

epoch 1 to epoch 200. The sharpest increase in accuracy occurred in the initial epoch. The 

accuracy of the artificial neural network reaches a value of 98% at epoch 200. Next at this 

stage, visualize the cluster centers in a plot along with the grouped data. The loss value 

decreased from epoch 1 to epoch 200. The sharpest decrease in loss value occurred in the 

initial epoch. The loss value reaches a value of 0.02 at epoch 200. This graph performs 

well in completing its task. High accuracy shows that the artificial neural network is able 

to predict correctly. Low loss values indicate that the artificial neural network has learned 

data patterns well. 

 

Next, in this stage, visualise the cluster centre in the plot and the data that has been 

grouped. 
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This graph has an X-axis that shows iterations and a Y-axis that shows SSE (Sum 

of Squared Errors) values. The SSE value decreased from iteration 1 to iteration 200. The 

sharpest decrease in the SSE value occurred in the initial iteration. The SSE value appears 

to be stable after 100 iterations. A low SSE value indicates that the data is grouped 

compactly. The KMeans Clustering algorithm reached convergence after 100 iterations. 

The KMeans Clustering algorithm succeeded in grouping the data well. 

 

WEB Display 

This website displays seven activities: the homepage, lecture modules, forums, 

assignments, quizzes, UTS, and UAS. Suppose the minimum requirements for activity 

patterns are five patterns, including forums, assignments, quizzes, UTS, and UAS, from 

7 existing activity patterns. In that case, the student is declared graduated, and if the 

student does not do less than five activity patterns, then it is said to be a failure. 
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Conclusion 
By using Artificial Intelligence algorithms and machine learning models, 

predictions and classification of students' level of understanding can be made based on 

the data collected. By combining machine learning techniques with assessment studies, 

educators and researchers can gain better insight into learning effectiveness, detect 

difficulties faced by students, and develop more adaptive and personalized learning 

strategies. Apart from that, marchine learning is a category that is generally applied to 

data mining concepts. The data mining techniques used are classification and clustering 

techniques. The classification technique uses the Logistic Regression algorithm. Because 

the results of logistic regression can be interpreted easily. Regression coefficients can 

provide information about how each independent variable contributes to the probability 

of occurrence of the target category. And the clustering technique used is the K-Means 

algorithm. K-means can be used to group students into groups based on their level of 

understanding. This allows lecturers to fully understand how understanding of the 

material is distributed among students and identify groups that require additional 

attention. By knowing how students understand the learning material, it is divided into 3 

categories, namely very good, good and not good 
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